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'Q.No 1 | Attempt Any Four Parts. Each Question Carries 5 Marks. - co ,’,_ L |
~2  (a) | Explain the concept of activation function in neural networks and its role. co1 ‘ 2 |
J (b) | Compare and contrasl the structure of an artificial neuron with a biological neuron. co1 | 3 |
T (0) T " Analyze the similarities and differences between Hebbian Learning and other forms of | €O 1 ! 4
— synaptic plasticity mechanisms. ]
. (d) Design a neural network architecture incorporating Boltzmann Learning for pattern | CO 1 " 3
- recognition tasks. | |
ad (e) | Discuss are the main challenges associated with solving the C redit Assignment | CO1 2
L Problem? | ‘L 1
(\
[\‘ Q. No 2 | Attempt Any Four Parts. Each Question Carries 5 Marks. . _Co 3 BL
L. (a) Lxplain the primary goal of Adaptive Filtering Problem? €02 1 |
r" (b) Analyze the advantages and disadvantages of Linear Least Square Filters comparedto | CO2 | 3
2 '~ other filtering techniques. |
(c) Propose a scenario where the Least Mean Square Algorithm could be utilized for  €CO 2 | 3 |
{ J system identification? 7___4*‘____
~» (d)  Solve XOR Problem,using perceptron learning techniques ? . co2 3| ;
( T (e) Explain Feature Detection techniques used in Artificial neural network . co2 '27 ‘
[ Q. No 3 | Attempt Any Four Parts. Each Question Carries 5 Marks. . €O _l_ﬁl:
~2  (a) Describe the purpose of Cross Validation in machine learning, explam its t\pxs’ Co3
I‘ . (b) | Discuss the computational challenges associated with computing the Hessian matrix. CO3 | 6
f (c) | Develop a method for efficiently computing and utilizing the Hessian Matrix in neural  CO3 | 6
8  |r network training. ! ‘
{ L (d) “['Given a neural network architecture, how would you implement baukipirgpdgﬁo‘r; 5! CO: 3 3
’ " | train the model? ‘
. (e) | Evaluate the applicability of supervised learning in various real- world prohlem] co 3 3
| ldomains. 1
. Q.No4 ﬁ\Att_p_t Any Two Parts. Each Question Carries 10 Marks. [ co | BL
. ____(gl - Compare and Contrast the Kohuncn SOM and the Neural Gas Mudg.l jACEJ] 2 ;
*  (b) Explain the concept t of self-organization in the context of feature maps . Describe the \ €O 4 4 2
! . - fundamental properties of a feature map and their significance in pattern reuo;,muon |
- | tasks -
~  (€) | Consider the SOFM network, determine the classﬁ?rﬁbcrshﬁidl'ﬁc input data .- *C64 s |
_ X1[1010], X2[1000].X3[1111]& X4[0110],each vector of length 4 & 2 output units, | |
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-Q:No5 | Attempt Any Two Parts. Each Question Carries 10 Marks.

(@) | Discuss the fundamental principles underlying Hopfield models iq neuro d!\fnaxlmcs.
- (B Compare and contrast different types of attractors and their significance in neural
| network dynamics,

(c) - Evaluate the ;t}eﬁglhs and limitations of various neuro d_ynamical models in capturing

| thecom lexity of brain dynamics. . N
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